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TIM 245: Data Mining

Instructor:  Tyler Munger 

E-mail: tmunger@soe.ucsc.edu
Office Hours:   
Monday:  2:00-4:00pm

Wednesday: 3:00-4:00pm

Engineering 2, Room 595
Lecture Location/Time: 

Engineer 2, Room 194; M/W, 5:20 –6:55PM

Course Website
https://courses.soe.ucsc.edu/courses/tim245/Spring17/01

About the course:

The purpose of this course is to provide an introduction to the data mining processes, methods, and tools for analyzing real-world data-sets to discover patterns and build predictive models. To this end, the course covers a range of supervised and unsupervised learning techniques including classification, clustering, prediction and forecasting and their implementations in the context of real-world problems. These topics will be addressed in a variety of different applications domains including sequential data, structured data, stream data, text data, spatiotemporal data, biomedical data, and other forms of complex data.
Homework assignments, a comprehensive team project, a midterm examination, and a final examination will be used to develop understanding and mastery of the course content. Case studies will be used to illustrate and augment the tools developed in the lectures. 
Objectives of the course:

· To understand the fundamental methods for descriptive and predictive data mining tasks
· To develop an integrated set of data pre-processing methods for transforming a data-set into a suitable format for data mining methods 
· To understand trade-offs between different data mining methods and the scenarios where they should be applied

· To get experience with a software toolkit for applying data mining methods to real-world data-sets
Grading: 

· Homework:                           25% 

· (Team) Project:                    
25%

· Midterm Exam (5/10):
25% 

· Final Exam (6/12):

25%

Project Plan (dates indicate when reports are due)
· Phase I: Problem definition and project proposal (4/12)
· Phase II: Data collection, pre-processing, and exploratory data analysis (4/26)
· Phase III: Predictive analysis: classification and regression models (5/17)
· Phase IV: Descriptive analysis: clustering and association analysis (5/31)
· Phase V: Project report (6/14)
General comments on the course:

· It is critical that you attend the lectures and take good notes. Class handouts will be provided as appropriate to supplement the key topics covered in the lectures. 
· This course is interactive. We will be actively discussing homework, case studies, and project work (including presentations) in class. 
· If you have any problems related to the course, please see me immediately so that we can quickly resolve the issue. 

Required Readings: 
Witten, Ian H., and Eibe Frank. Data Mining: Practical machine learning tools and techniques. Morgan Kaufmann, 2005.
Course Content: 
	Topic
	Methods/Tools

	Data Pre-processing
(EDA and Data Cleaning)
	Descriptive Statistics: Central Tendency, Dispersion, Visualization
Dimensionality Reduction: Principal Components Analysis, Latent Semantic Analysis
Feature Selection: Chi Squared, Information Gain, Wrapper Methods

	Supervised Learning
(Classification and Prediction)
	Learning Algorithms: Naïve Bayes, Decision Trees (J48), Support Vector Machines, Artificial Neural Networks, K-Nearest-Neighbors, Ridge/Lasso Regression
Ensemble Methods: Bagging, Boosting, Stacking, Cost-Sensitive

Evaluation: Precision/Recall, F-Measure, G-Mean, Model Selection

	Unsupervised Learning

(Clustering and Association Analysis)
	Learning Algorithms: K-Means, Hierarchical Clustering, Expectation Minimization

Association Analysis: Apriori algorithm, FP-Growth

Distance Measures: Euclidian distance, Cosine Similarity, Jaccard Distance

	Text Mining
	Feature Engineering: Vector Space Model, TF-IDF, Word Embedding
NLP: Sentiment Analysis, Topic Detection, Summarization

	Time-Series Mining
	Pre-Processing: Deseasonalization

Forecasting: Holt-Winter Exponential Smoothing, ARIMA

Control Charts: Shewart

	Graph Mining
	Descriptive Measures: Degree, Centrality, Density

Statistical Models: Small-world, Exponential Random Graphs, Network Block

Predictive Models: Link Prediction, Nearest Neighbor




