TIM 245
4/13/17
Homework # 1


TIM245: Data Mining


Homework #1: Due Monday, 24 April 2017
Instructions for Homework # 1:

· You are allowed to discuss homework problems with other members of course, however, your problem solutions must be distinctly your own work, and not a copy of any other student’s work.
· In the assignment you will make use of the following three tools: Open-Refine, Excel, and Weka. Before starting the assignment, please download the tools from the links provided below:
1. Open-Refine (http://openrefine.org/)
2. Microsoft Excel (https://products.office.com/en-us/excel)

3. Weka (http://www.cs.waikato.ac.nz/ml/weka/) 
· Please organize your answers to the bolded questions into a well-structured 4-6 page report and submit a hard-copy in class on Monday. 


Problem Statement
In this homework assignment, you will create a simple classification model that can predict if a movie will win an academy award. The predictions will be based on an IMDB dataset that contains basic descriptive information about the movie (director, actors, genre, etc.), popularity of the movie on social media (Facebook likes, IMDB score), and the box office performance of the movie (gross, number of critic reviews, etc.).
Before starting the assignment, please download the IMDB movie dataset from the course webpage: https://tim245-spring17-01.courses.soe.ucsc.edu/
Problem 1: Exploratory Data Analysis in Excel

Note: a useful tool when doing Exploratory Data Analysis in Excel is the Real-Statistics Resource Pack (http://www.real-statistics.com/). The Resource Pack is a free Excel add-on which provides additional features including descriptive statistics and Box plots. It is not necessary for the assignment, but it may make this problem significantly easier.
Before creating a predictive model, it is important to understand the attributes and instances that are in the dataset.  In this problem, you will be using Microsoft Excel to perform some basic Exploratory Data Analysis (EDA) on the movie dataset. 
Open the csv dataset in Excel and identify 2-3 numerical attributes that you think would be potentially be good predictors for if a movie will receive an academy award.
Please answer the questions below:

1. Provide a brief (1-2 sentence) explanation of each selected attribute and the rationale of why you think it would be a good predictor.
2. Use a combination of visual and quantitative tools to answer the following questions for each selected attribute:

a) What is the typical value (central tendency)?
b) What is the uncertainty (spread) for a typical value?

c) What is a good distributional fit for the data (symmetric, skewed, long-tailed)?

d) Does the attribute affect other attributes (correlation)?

e) Does the attribute contain outliers (extreme values)?

It may be useful to format the answers as a table. Include any relevant plots and descriptive statistics in an appendix section.
Problem 2: Data Cleaning in Open-Refine
Note: before starting this problem it may be useful to review the following tutorial on using Open-Refine http://enipedia.tudelft.nl/wiki/OpenRefine_Tutorial to become familiar with the basic functionality and workflow of the Open-Refine tool.
The IMDB dataset contains several real-world data quality issues that can potentially affect the predictive accuracy of the classification model including missing values, duplicates, and extreme values (outliers). In this problem, you will use the Open-Refine tool to perform basic data cleaning to address these issues to improve the accuracy and generalization of the resulting model.
Load the csv dataset in Open-Refine and select the “Parse cell text into numbers dates, …” option.
Please answer the questions below using the numerical attributes you selected in Problem 1:
1. Does the dataset contain missing values? What approach do you recommend for handling missing values?
2. What attribute, or combination of attributes, can be used as a unique identifier? Does the dataset contain duplicates?
3. Does the dataset contain outliers? What approach do you recommend for handling outliers?
Implement your recommended approach for handling missing values, duplicates, and outliers.
Couple of general notes on the Open-Refine workflow that may be helpful when implementing your approach. The Open-Refine workflow consists of two steps: 1) select a subset of instances based on a set of filtering rules or facets, and 2) either apply a transformation to the selected instances or remove them from the dataset. There are two different kinds of facets that will be helpful in this assignment: text facets (nominal attributes) and numeric facets (numeric attributes). You can apply multiple facets at once, i.e. “budget” > 10,000,000  and “imdb_score”  > 7 and “director” == “Ridley Scott”.
Once you have selected a subset of data, transformations can be applied using Edit Cells -> Transform from the drop-down menu of the selected attribute. Transformations are applied using expressions consisting of simple functions applied to the instance value. Expressions are applied row-wise, e.g. “value + 5” will add 5 to the value of each instance. The full-set of Open-Refine expression functions are documented here:
https://github.com/OpenRefine/OpenRefine/wiki/General-Refine-Expression-Language.
Instances can be removed by applying a filter and then selecting “Edit Rows” -> “Remove all matching rows” from the “All” drop-down menu on the far left column.
When identifying missing values the numerical faceting feature will be helpful (hint, you can select blank values from the numeric facet). When removing duplicates see the section in the tutorial (http://enipedia.tudelft.nl/wiki/OpenRefine_Tutorial) on deduplication. When removing outliers it may be helpful to use a custom text facet on the attribute and have a simple Boolean expression, e.g. “and( X > value, value > Y)” where X and Y are the upper and lower is the outlier cutoff values discovered in Problem 1.
We would also like to include information about the rating of the movie’s rating, e.g. PG-13, into the predictive model. However, when we apply a text facet to “content_rating” attribute we can see that there are inconsistencies around naming, e.g., “PG-13”, “pg 13”, and “parental guidance 13”.
We can use the clustering feature in Open-Refine to group similar values and write bulk renaming rules. Read https://github.com/OpenRefine/OpenRefine/wiki/Clustering-In-Depth to understand how the clustering feature works. Select Edit Cells -> “Cluster and edit” from the “content_rating” attribute drop-down menu. Use a combination of clustering methods to map the inconsistent naming into a standardized set of names e.g. G, PG, PG-13, R, NC-17.
4. Compare and contrast the following clustering methods. For each method provide examples from the IMDB dataset of where the method correctly identifies inconsistencies and where the method does not work.
a. Key Collision / Fingerprint

b. Nearest Neighbor / Levenshtein Distance
Problem 3: Data Integration and Transformation in Open-Refine

Note: before you start this problem it may be useful to review the https://github.com/OpenRefine/OpenRefine/wiki/Reconciliation tutorial.
The dataset does not contain the target attribute of interest: if a movie received an Academy Award. In this problem, we will use Open-Refine to perform data integration, using a feature called Reconciliation, to add this target attribute to the dataset. Reconciliation is the process of using Named Entity Recognition (person, place, or thing) to match attribute values to a canonical value. This canonical value can then be used to join with other datasets and sources of information. We will be reconciling the IMDB dataset against the Wikidata knowledge base (https://www.wikidata.org) which consists of a structured database of facts extracted from Wikipedia.
Please follow the data integration process described below:
1. Reconcile the “movie_title” field against the Wikidata knowledge database.
a. Select “Start Reconciling” from the “movie_title” column drop-down menu.
b. Add the Wikidata as a standard service: https://tools.wmflabs.org/openrefine-wikidata/en/api 

c. Select film (Q11424) as the type of the “movie_title” attribute and select auto-match with high confidence.
d. Select “Start Reconciling” (this will typically take several minutes).
e. Select “Match each cell to its best candidate” from the “movie_title” column  drop-down menu under Reconciliation -> Actions.
f. Review the reconciliation results by selecting Reconcile -> Facets -> By Judgement from the “movie_title” column drop-down.
g. Remove the non-matched instance from the dataset.
2. Add a new “awards_received” attribute by integrating information from Wikidata.
a. On the reconciled “movie_title” column drop-down menu, select the “Add Column Based on Fetching URLs”. Use the expression:

"https://tools.wmflabs.org/openrefine-wikidata/en/fetch_values?item=" + cell.recon.match.id +"&prop=P166"
 to retrieve the list of awards that the movie received (you might want to change the throttle delay to 5ms to speed up the process).
i. https://tools.wmflabs.org/openrefine-wikidata/en/fetch_values?item= is the REST interface for retrieving information from Wikidata.
ii. “cell.recon.match.id” is the unique identifier key into the Wikidata database that we found through reconciliation.
iii.  “P166” is the “awards received” attribute of the film entity in the Wikidata database (each entity type in the Wikidata database has a number of descriptive attributes)
b. Extract out the awards from the returned JSON results. Select “Edit Cells -> Transform with the following expression: value.parseJson()["values"] from the “awards_received” column.
Please follow the following data transformation process below:
1. Create the target attribute “received_academy_award” = {true, false}
c. Select “Add Column based on this column…” for the “awards_received” column and use the expression: “contains(toLowercase(value), "academy")”. Name this column “received_academy_award”.
2. Normalize the numeric attributes from Problem 1 using either min-max or z-score normalization
a. For each attribute, Edit cells -> Transform and use one of the follow expressions
i. Min-max normalization: “(value – min(attribute)) / (max(attribute) – min(attribute))” where min(attribute) and max(attribute) are the minimum and maximum values discovered during the EDA process in Problem 1

ii. Z-score normalization: “(value - central_tendency(attribute)) / spread(attribute)” where central_tendency(attribute) and spread(attribute) are the central tendency and spread values discovered during the EDA process in Problem 1.
3. Transform the “genre” attribute into a set of genres, “genres 1”, “genres 2”, etc.
a. Select “Edit Column” -> “Split into several columns” and use the separator “|”
Please follow the following data reduction process below:

1. Use “All” -> “Edit Columns” -> “Reorder / Remove Columns” to reduce the dataset down to the following attributes:
a. The numeric attributes you selected in Problem 1, cleaned in Problem 2, and transformed above
b. genres 1
c. genres 2
d. content_rating

e. received_academy_award
Export the dataset by selecting Comma-separated value from the Export drop-down menu.
Please answer the following questions:
1. Which normalization method did you use for your selected numerical attributes: min-max or z-score? Explain the reason for your selection.
2. Examine one of the Wikidata film entries from the IMDB dataset (e.g. https://www.wikidata.org/wiki/Q103474). What other attributes in the Wikidata knowledge base could potentially be useful in predicting if a movie will win an academy award?
Extra credit

Add the additional the attributes from your answer above to the IMDB dataset.
Problem 4: K-Nearest Neighbors Classification in Weka
Note: before you start this problem, it may be useful to review http://machinelearningmastery.com/how-to-run-your-first-classifier-in-weka tutorial on creating a classification model in Weka.
Load the csv data into Weka Explorer. Review the dataset in the Preprocess tab and verify that it loaded correctly (note: Weka will throw an error if the CSV file contains any ‘s or “s).
Go to the Classify tab and choose the 1BK (kNN) model from the lazy classifiers.
Create a kNN classifier using the following default options:

· K=1

· Euclidean Distance

· 10-Fold Cross Validation

Please answer the following questions based on the classifier output:
1. What is the predictive accuracy of the kNN model? Do you think this model is good or bad? (We will cover model evaluation formally later in the quarter but I want to see how you think about model evaluation).
2. What is the interpretation of the model, i.e. given the predictive accuracy what can we say about the relationship between the attributes and the target? For example, does the model support the hypothesis that the Academy Awards is a popularity contest?
3. What are some of the applications of the predictive model? For example, who would be interested in this predictive model, e.g. directors, studios, actors, producers? How could they potentially use the model?

4. What impact did the data cleaning from Problem 2 have on the predictive model? For example, what effect do missing values, duplicates, outliers, and inconsistencies have in the kNN model?
5. What impact did the data transformation from Problem 3 have on the predictive model? For example, how does normalization affect the kNN model?

6. What are some of the potential issues with the classification model? What are some possible improvements that could be made to address these issues?
Extra credit

Implement the improvements your suggested improvements above and re-evaluate the model. Do the improvements make a difference in the model’s prediction accuracy? Explain why or why not?
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