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TIM 245: Midterm Examination

The midterm is due (strictly) in class on Wednesday, 17 May 2017.

----------------------------------------------------------------------------------------------------------------------------------------------------------------
TIM-245 Course website:  https://tim245-spring17-01.courses.soe.ucsc.edu/
----------------------------------------------------------------------------------------------------------------------------------------------------------------
General Instructions (applicable to all problems):

(a) All work on the solutions to all midterm problems must be completely your own, except for research that must be properly attributed and cited. You cannot receive any help from anyone or give any help to anyone while doing this examination.

(b) As part of your problem-solving approach, make appropriate assumptions when necessary, and clearly state the assumptions you make. Be sure to revisit these assumptions when drawing conclusions.

(c) Be sure to explain everything you do. To improve readability of your explanations, structure your work with appropriate captions/headings. 

(d) In addition to headings, all explanatory text must be accompanied by clearly labeled figures, tables, and diagrams as necessary. Also, key points, results, and conclusions should be clearly marked (e.g., highlighted, underlined, etc.)

(e) All results, recommendations, and conclusions must be supported by facts (evidence) and/or analysis. To improve readability, include appendices at the end of each problem to show relevant details. 
Problem Statement
It is Summer 2017 and the start-up company Xenefits, having heard about your expertise in data mining, has hired you to help them develop the analytics for their next product release. Xenefits provides a cloud based portal for managing payroll, benefits, compliance, and other human resource functions. For their next product release, the Xenefits would like to integrate analytics for employee satisfaction into the portal so that managers can better understand and improve employee retention, morale, and overall happiness.
To develop this new feature, the product management team has collected a data-set with the following information for 14,999 employees across multiple different companies:
· Satisfaction score from the employee’s current evaluation

· Satisfaction score from the employee’s previous evaluation
· Number of projects the employee worked on
· Average monthly hours worked
· Time spent at the company

· Whether they have had a promotion in the last 5 years

· Department

· Salary

Problem 1: Exploratory Data Analysis and Data Cleaning (3 hours, 50 points) 

The product management team has heard that data quality can be a significant issue when trying to create a good predictive model. Therefore, they have asked you to first assess the collected data and determine if it is suitable for creating an employee satisfaction prediction model.
1. Before you start, the product management team would like a written statement of your process, for Exploratory Data Analysis (EDA). (Hint: The process might include the steps such as compute descriptive statistics or determine threshold for outliers)
2. Then, they would like you to apply your EDA process to the collected data-set and format the results into a well-structured report.
3. Lastly, they would like you to provide them with a set of recommended data pre-processing steps (cleaning, transformation, etc.) for addressing any data quality issues that were discovered during the EDA process.
Problem 2: Predicting Employee Satisfaction (2 hour, 20 points) 
The product management team has specified the requirement that the model is able to predict the employee’s satisfaction score within +/- 25 points of the employee’s actual score. You have been asked to perform the following tasks related to constructing the prediction model.
1. First, apply your suggested data pre-processing from Problem 1 to the data-set and encode the nominal “department” attribute as a set of binary indicator attributes (dummy variables).
2. Build and evaluate the following prediction models using the cleaned data-set: linear regression, ridge regression, lasso regression, and elastic net.
3. Compare and contrast the performance of the different prediction models. Does your best model achieve the product managers’ target accuracy? Do you think the model’s performance is good? Explain why.
4. What is the interpretation of the selected model? What can we say about the relationship between the input attributes and the satisfaction score?

5. The product management team suggested including information about the manager of each employee into the model in order to improve accuracy. Do you think that this would help improve the model’s predictive accuracy? Explain why.
Extra Credit: Create a non-linear model for predicting employee satisfaction using a neural network (multi-layer perceptron in Weka). How does the performance compare to the linear regression models?
Problem 3: Classifying Employee Turnover (2 hours, 20 points)
Based on market research, the product management team has identified that Xenefit’s customers also want to know which employees are at risk of leaving the company (employee turnover). To develop this feature, they have collected an additional attribute that indicates if the employee left the company or not. You have been asked to perform the following tasks related to creating the employee turnover classification model.
1. First, integrate the employee turnover information with the employee satisfaction data-set.
2. The product management team has asked you to explain the differences between Logistic Regression, Support Vector Machines, and K-Nearest Neighbors. In particular, how do these algorithms with respect to computational complexity, performance (underfitting vs overfitting), and interpretability?
3. Perform a set of experiments using the three learning algorithms. Which model performs the best? Explain why.
4. What model do you recommend that the product management use to predict employee turnover? Explain why.

Extra Credit: Create an additional model using a learning algorithm of your choice. Compare and contrast the performance of your model with the Logistic Regression, Support Vector Machine, and K-Nearest Neighbors models.
Problem 4: Brainstorming (1 hour, 10 points)

Having been impressed by your work on the employee satisfaction and turnover models, the product management team has asked you for new ideas about how data mining can be used to improve Xenefits product offerings in the future. Apply a structured brainstorming process to generate 3-5 possible ideas for improving human resource management using data mining.
For each generated idea, provide a brief description of:
1. What human resource management problem is being addressed, e.g. improve employee engagement.
2. What type of data mining task is involved: classification, prediction, cluster analysis, or association analysis.
3. What data-sets would need to be collected for the data mining task.
4. How could Xenefits use the resulting model (supervised learning) or patterns (unsupervised learning) in their product offering.
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